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Bad neighbors: how spatially disjunct habitat degradation can cause 
system-wide population collapse
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Abstract.   Movement of individuals links the effects of local variation in habitat quality 
with growth and persistence of populations at the landscape scale. When the populations them-
selves are linked by interspecific interactions, such as predation, differential movement between 
habitats may lead to counterintuitive system-wide dynamics. Understanding the interaction 
between local drivers and dynamics of widely dispersed species is necessary to predict the 
impacts of habitat fragmentation and degradation, which may be transmitted across habitat 
boundaries by species’ movements. Here we model predator–prey interactions across unaltered 
and degraded habitat areas, and we explore the additional effects of adaptive habitat choice by 
predators on the resilience of prey populations. We show how movement between habitats can 
produce the “bad neighbor effect,” in which predators’ response to localized habitat degrada-
tion causes system-wide loss of prey populations. This effect arises because adaptive foraging 
results in the concentration of predators in the more productive unaltered habitat, even when 
this habitat can not support the increased prey mortality. The mechanisms underlying this 
effect are especially sensitive to prey dispersal rate and adaptive predator behavior.

Key words:   associational effects; dispersal; evolutionary stable strategy; extinction; model; movement; 
predation; source–sink; spatial heterogeneity.

Introduction

Movement of organisms between habitats has led to 
many ways in which ecologists conceptualize and study 
interactions in spatially structured populations, e.g., 
metapopulations, source–sink dynamics, and island bio-
geography (MacArthur and Wilson 1963, Levins 1969, 
Pulliam 1988, Polis et al. 1997). The intuitive prediction 
that dispersal of individuals between habitat patches 
reduces the risk of system-wide extinction has been for-
malized in metapopulation theory (reviewed in Hanski 
1991). However, connectivity can entail costs as well as 
benefits, e.g., by spreading diseases (Hess 1996), losing 
individuals to sink populations (Delibes et  al. 2001, 
Cronin 2007), and increasing population-wide extinction 
risk by synchronizing temporal dynamics (Earn et  al. 
1998). With increasing habitat fragmentation and degra-
dation by human activity, we might expect the effects of 
movement among habitats of different quality to be 
increasingly pronounced (e.g., Honnay and Jacquemyn 
2007, Cheptou et  al. 2008, Alfred et  al. 2012, Gauffre 
et al. 2015); therefore it is imperative that we understand 
the conditions that lead to unintended or unexpected 
population-level outcomes.

In addition to the within-species effects of dispersal, 
movement among habitat patches can transmit effects 
between predators and prey (e.g., White 2008, Orrock 
et al. 2010, 2013). Indeed, rapidly degraded habitat can 

export predators that strongly affect patches of otherwise 
good quality prey habitat; we dub this the “bad neighbor 
effect.” The bad neighbor effect is essentially an extension 
of the concept of associational effects whereby the prox-
imity of other organisms can affect a focal species’ vul-
nerability to predation or parasitism and contribute to 
net ecological and evolutionary dynamics (Barbosa et al. 
2009, Underwood et  al. 2014). For example, Lenihan 
et  al. (2001) found that lower trophic levels on North 
Carolina (USA) oyster reefs in well-mixed shallow water 
were overwhelmed by mobile predators escaping sea-
sonal hypoxic events on deep-water reefs. Similarly, 
invasion of the seaweed Caulerpa taxifolia in estuaries of 
southeastern Australia has excluded clams from much of 
the soft-sediment habitat. Now, predators such as rays 
and crabs concentrate on the remaining patches of bare 
sediment, which would otherwise be high-quality clam 
habitat (Byers et al. 2010).

The examples cited above demonstrate that persistence 
of populations in high-quality habitat can be tightly linked 
to the quality of surrounding habitat by the behavioral 
response of mobile predators. A large body of general 
theory has been developed to predict the consequences of 
habitat heterogeneity and individual movement on popu-
lation dynamics. In single-species density-independent 
models, dispersal into low-quality habitat patches reduces 
the overall population growth rate relative to its value in 
high-quality patches (Doak 1995, Gerber et al. 2005, Teller 
et  al. 2015). The effect of density dependence within 
patches depends on assumptions regarding dispersal 
behavior. For example, Holt (1985) assumed that 
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individuals have a constant per capita dispersal rate, and 
showed that increasing dispersal rate could increase equi-
librium density by lowering competition in high-quality 
habitat while subsidizing low-quality habitat. On the other 
hand, Pulliam (1988) assumed all individuals remain in 
high-quality source habitat if density there is below car-
rying capacity, and only individuals in excess of source 
carrying capacity disperse to sink habitat. With these 
assumptions, the predicted abundance in source habitat 
remains at carrying capacity regardless of the amount of 
sink habitat. More recent models of predator–prey 
dynamics have examined the consequences of adaptive 
predator movement on equilibrium stability and the con-
vergence to an evolutionary stable strategy (e.g., Křivan 
1997, 2013, Abrams 2007, Abrams et al. 2007, Abrams and 
Ruokolainen 2011, Ruokolainen et  al. 2011). However, 
little attention has been paid to the effects of adaptive 
movement behavior on equilibrium abundance over a het-
erogeneous landscape when the composition of the habitat 
varies.

We ask how adaptive habitat selection by predators 
influences prey density as the area of degraded habitat 
increases, and how the predictions depend on prey 
movement rate. In order to focus on the effects of adaptive 
predator behavior, we assume prey move passively and 
settle in degraded and unaltered habitat in proportion to 
their areas (consistent with, e.g., wind- or water-dispersed 
organisms). We then compare the effects of increasing 
degraded habitat area when predators forage at random 
vs. predators that move so as to maximize their foraging 
success. We show that if predators adopt the evolutionary 
stable strategy (ESS) that maximizes their individual 
success, the bad neighbor effect reverses the predicted 
effect of prey movement and exacerbates prey decline in 
response to increasing habitat degradation.

Model

We classify habitat into two states, unaltered and 
degraded, and we denote the fraction of total area in the 
degraded state with the parameter a. Prey abundance 
in unaltered habitat at time t is denoted Nu(t), and prey 
abundance in degraded habitat is Nd(t). Total predator 
abundance is P(t), and a fraction c of the total forage in 
degraded habitat. The fraction of prey killed by predators 
depends on predator attack rate (α) and density in each 
habitat. If we scale habitat area by the total area (i.e., total 
area = 1), then predator densities in unaltered and degraded 
habitats are (1 − c)P(t)/(1 − a) and cP(t)/a, respectively. 
Fractions of prey killed in the two habitat types are

We use the Beverton-Holt function to model density-
dependent prey population dynamics in each habitat 
type. Density dependence acts on prey that survive 
predation

for habitat i = u or d. The parameter ri denotes maximum 
per capita growth of the prey population, and bi repre-
sents the strength of density dependence. We assume bi 
is inversely proportional to area of habitat type i: bu = B/
(1 − a) and bd = B/a, where B is the coefficient of pro-
portionality. The key difference between habitat types is 
in the values of ru and rd: we model habitat degradation 
by lower prey maximum per capita growth (rd  <  ru), 
which represents lower prey productivity in degraded 
habitat.

The fraction mu of prey produced in degraded habitat 
move to unaltered habitat at each time step. Similarly, the 
fraction md of prey produced in unaltered habitat move 
to degraded habitat. Prey population dynamics in the 
two habitat types are therefore

We assume that the fraction μ of all prey produced enter 
a “disperser pool,” and settlement of these dispersers into 
each habitat type is proportional to area; hence, 
mu = μ(1 − a) and md = μa.

The sum of surviving predators and predator offspring 
in the next time step is proportional to the number of prey 
killed

for constant ε that represents the conversion efficiency of 
prey into predators. Unlike prey, the distribution of pred-
ators between the two habitat types does not depend 
directly on where predator reproduction or survival 
occurs. This corresponds to relatively rapid predator 
movement between habitats, with c representing, e.g., the 
fraction of time each predator spends in degraded habitat.

The model can be simplified somewhat by rescaling the 
state variables: nu(t)  =  BNu(t), nd(t)  =  BNd(t), and 
p(t)  =  BP(t)/ε, and using the parameter combination 
v = αε/B, which represents prey vulnerability. The scaled 
model equations are described in Appendix S1, and we 
list them in Table  1. We used the scaled equations to 
obtain all of our numerical results with the R 3.2.0 
software (R Core Team 2015; see Appendix S2).

We consider two scenarios that differ in the relative 
speed at which predator and prey populations respond to 
habitat alteration. First, we model the case in which prey 
populations respond rapidly to habitat conditions, 
whereas the predator population remains constant (slow 
predator dynamics). We simulate this scenario by setting 
the prey populations to their equilibria (n∗

u
, n∗

d
 ) for each 

value of a. The predator population remains fixed at its 

(1)fu(t)=1−e−α(1−c)P(t)∕(1−a)

(2)fd(t)=1−e−αcP(t)∕a
.

(3)gi

((

1− fi(t)
)

Ni(t)
)

=
ri

(

1− fi(t)
)

Ni(t)

1+bi

(

1− fi(t)
)

Ni(t)

(4)
Nu(t+1) = gu

((

1− fu(t)
)

Nu(t)
) (

1−md

)

+gd

((

1− fd(t)
)

Nd(t)
)

mu

(5)
Nd(t+1) = gd

((

1− fd(t)
)

Nd(t)
) (

1−mu

)

+gu

((

1− fu(t)
)

Nu(t)
)

md.

(6)P(t+1)=ε
(

fu(t)Nu(t)+ fd(t)Nd(t)
)
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equilibrium (p*) for a  =  0 as the fraction of degraded 
habitat increases. This represents a predator species that 
has a long generation time relative to the degradation 
process, or a transient response to rapid habitat degra-
dation (as in Lenihan et al. [2001]). In our second model 
scenario, the abundance of both predators and prey 
respond rapidly to habitat alteration (fast predator 
dynamics). In this scenario, we calculate the simulta-
neous equilibrium for prey and predator populations for 
each value of a. In both scenarios, we do not model the 
habitat degradation process explicitly. Instead, we simply 
ask how equilibrium prey and predator (in the second 
scenario) abundances respond to increasing fraction of 
degraded habitat, a.

In each scenario, we determine the effects of adaptive 
predator behavior by first finding the equilibrium prey 
densities when predators forage at random over the two 
habitat types (c = a, i.e., predator density is equal in both 
habitats). We then suppose predators move between 
habitat types to maximize prey killed per predator when 
the prey population is at equilibrium, and thus, predators 
concentrate where prey density is greater regardless of 
habitat. We calculate the predator payoffs by dividing 
the number of prey killed ( f�

u
(t) and f�

d
(t) multiplied by 

n∗
u
 and n∗

d
 , respectively; see Table 1) by the number of 

predators foraging in unaltered ((1 − c)p*) and degraded 
(cp*) habitat. We find the evolutionary stable strategy 
(ESS) for the predator distribution, c =  ĉ, at which no 
individual predator can increase its payoff when the 
predator population is at the ESS. This implies that indi-
vidual payoffs must be equal in both habitats, otherwise 
an adaptive predator could increase its payoff by moving 
from the worse to the better habitat. Furthermore, 
because individual payoffs are maximized, any deviation 
from the ESS must be disadvantageous for the individual 
predator. For example, when the predators are at c = ĉ, 
increasing c increases the payoff in unaltered relative to 
degraded habitat and vice versa.

In the first scenario (slow predator dynamics), predator 
population size is fixed at its equilibrium for a = 0 but 
prey populations respond to both a and the predator dis-
tribution, c. The value c  =  ĉ is an evolutionary stable 

strategy equivalent to an ideal free distribution for a fixed 
number of foragers (Fretwell and Lucas 1969, Cressman 
and Křivan 2006). In the second scenario (fast predator 
dynamics), predator population size responds to a via 
changes in prey population size in each habitat, which in 
turn depends on both a and consumption by predators. 
Hence, we find the ESS value ĉ such that predator and 
prey densities are simultaneously at equilibrium.

We present numerical solutions for the population 
equilibria and ESS over the range of values of fraction 
degraded habitat (0 ≤ a ≤ 1) and dispersal (0 ≤ μ ≤  1). 
Because analytic solutions are not possible, we use the 
baseline parameter values in Table  2, which reflect the 
following broad constraints. We selected the baseline 
values of ru and v such that prey and predators can coexist 
at equilibrium if all habitat is unaltered. For a = 0, the 
predator equilibrium is positive if predators can increase 
when rare (i.e., p(t + 1)/p(t) > 1 for small p(t)) and prey 
are at equilibrium. If p(t) is small, p(t + 1)/p(t) ≈ vn∗

u
 with 

n∗
u
 = ru − 1 when a = 0 (see Table 1 and Appendix S1). The 

resulting condition is p*  >  0 if p(t  +  1)/p(t)  >  1, or 
ru > 1 + 1/v. As noted above, lower prey productivity in 
degraded habitat implies rd < ru. We also assume prey can 
persist in degraded habitat in the absence of predators 
(rd ≥ 1); however, when predators are at their equilibrium 
for entirely unaltered habitat and forage at random 
(c  =  a), the degraded habitat is a sink, i.e., prey 
can  not  persist in degraded habitat at equilibrium 
without immigration from unaltered habitat. This implies 
rd exp(−vp*) < 1, where p* is the equilibrium for a = 0 (see 
Appendix S1). We demonstrate the general patterns with 
the baseline parameter values, and we show how the 
quantitative outcomes are influenced by parameter vari-
ation in Appendix S3.

Results

Fixed predator population

We begin with the simpler scenario of slow predator 
dynamics in which the total number of predators in the 
system is held at its equilibrium value calculated when the 

Table 1.  Scaled model equations: nu(t) = BNu(t), nd(t) = BNd(t), and p(t) = BP(t)/ε, with the parameter combination v = αε/B; the 
fractions that disperse are mu = μ(1 − a) and md = μa.

Description Equation
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u
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)
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)

md

Predator population dynamics p(t+1)= f�
u
(t)nu(t)+ f�

d
(t)nd(t)

Density-dependent prey population growth in unaltered 
habitat

g�
u
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1− f�
u
(t)
)

nu(t)
)

=
ru(1−f�

u
(t))nu(t)

1+
1

1−a
(1−f�

u
(t))nu(t)

Density-dependent prey population growth in degraded 
habitat

g�
d

((

1− f�
d
(t)
)

nd(t)
)

=
rd(1−f�

d
(t))nd(t)

1+
1

a
(1−f�

d
(t))nd(t)

Fraction of prey killed by predators in unaltered habitat f�
u
(t)=1−e−v(1−c)p(t)∕(1−a)

Fraction of prey killed by predators in degraded habitat f�
u
(t)=1−e−vcp(t)∕a

Note: Parameters are defined in Model and Appendix S1.
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habitat is completely unaltered (a = 0). Habitat degra-
dation (increasing a) converts area from high to low prey 
productivity (rd < ru). Because total abundance of pred-
ators does not decrease with deteriorating conditions for 
prey, the predators can drive prey extinct (n∗

u
=n∗

d
=0 ) at 

high a in this scenario. Regardless of other parameter 
values, if some prey disperse between habitats (μ > 0), 
then nu(t + 1) = 0 only if nd(t) = 0, and vice versa. This 
implies that when μ > 0 the parameter values for which 
prey go extinct are identical for the two habitats, and we 
can solve for a single prey extinction boundary in 
parameter space.

In the absence of adaptive habitat selection by pred-
ators (i.e., random foraging), increasing a lowers the 
equilibrium prey density (Fig. 1a). However, the rate of 
prey decline with increasing a depends on dispersal. Prey 
are driven extinct with the least amount of habitat degra-
dation if prey move rapidly between habitat types (high 
μ). For the maximum value μ = 1 (top edge of Fig. 1a), 
the value of a at which extinction occurs can be found by 
linearizing the prey population dynamics around 
nu(t) = nd(t) = 0. Extinction occurs when the prey can not 
grow from low abundance, i.e., when the dominant eigen-
value of the linearized equations is less than 1. The result 
is the condition ((1  −  a)ru  +  ard)e−vp*  <  1 for prey 
extinction at μ  =  1 (see Appendix S1). This condition 
implies that when the prey population is effectively well-
mixed (large μ), prey are driven extinct when the area-
weighted average productivity ((1 − a)ru + ard) becomes 
insufficient to withstand predation.

At lower prey dispersal, the two habitats act as increas-
ingly isolated prey populations, which allows them to 
withstand greater habitat degradation (larger threshold a 
for extinction; Fig.  1a). This occurs because per capita 
predation rate is constant (with c  =  a, f�

u
(t)= f�

d
(t); see 

Table 1), whereas lower dispersal causes the prey popu-
lation to build up in the more productive unaltered 
habitat. For example, Fig. 2 shows the prey equilibria for 
a fixed fraction of degraded habitat (a  =  0.3) over the 
range of values of prey dispersal (μ). As dispersal decreases, 

prey abundance increases in unaltered habitat. This ini-
tially produces a larger total number of dispersers into 
degraded habitat and, despite lower μ, the equilibrium n∗

d
 

Table 2.  Model parameters and baseline values for numerical 
solutions.

Parameter Baseline value Description

v 10 Scaled prey vulnerability
ru 1.5 Maximum prey per capita 

growth rate in unaltered 
habitat

rd 1.2 Maximum prey per capita 
growth rate in degraded 
habitat

a varied Fraction of habitat area in 
degraded state

μ varied Fraction of prey that enter 
disperser pool

c varied Fraction of predator 
population in degraded 
habitat

Fig. 1.  Predictions of the model with fixed predator density. 
(a) Total prey equilibrium density at unaltered and degraded 
sites (n∗u+n

∗
d
 ) if predators forage at random (c  =  a). (b) 

Evolutionary stable strategy (ESS) fraction of predators in 
degraded habitat (ĉ) if predators adopt the ESS distribution. (c) 
Total prey equilibrium density if predators adopt the ESS 
distribution. Light gray area indicates parameter space where 
prey cannot persist (n∗u =n

∗
u
=0) if predators forage at random. 

Dark gray areas (in panels b and c) indicate additional parameter 
space where prey are driven extinct if predators adopt the ESS. 
In panels b, c, solid and open circles indicate points for which 
predator payoffs are plotted in Fig. 3.
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increases slightly as well. For sufficiently low dispersal, n∗
d
 

decreases and approaches zero when all immigration is 
cut off at μ = 0. However, at low μ the buildup of prey in 
unaltered habitat buffers the prey population against 
extinction over a greater range of habitat degradation.

For sufficiently low dispersal, prey can persist for any 
a < 1 (lower edge of Fig. 1a). If μ is small and a is large, 
the number of immigrants from degraded to unaltered 
habitat is negligible and the equilibrium in unaltered 
habitat is approximately n∗

u
 ≈ (rue−vp*(1 − μa) − 1)/e−vp*. 

The equilibrium is therefore positive if

with large a (see Appendix S1). The condition that prey 
can persist with predators when all habitat is unaltered 
implies rue−vp* > 1. Hence, the inequality in Eq. 7 must 
be true for sufficiently small μ, i.e., there is a threshold 
value of μ below which prey persist even at large a. (For 
the baseline parameter values in Table 2, the threshold is 
μ ≈ 0.078 as a approaches 1.) The general prediction is 
therefore that when predators forage at random, low 
prey dispersal buffers prey from extinction by stemming 
losses to dispersal into the degraded (sink) habitat.

Adaptive predator behavior changes the quantitative 
and qualitative predictions for the effects of prey dis-
persal on persistence. First, at high prey dispersal rate 
(μ = 1), the prey population is well-mixed and predators 
can not increase payoffs by deviating from random for-
aging. Hence, the ESS value ĉ increases in tandem with 
increasing a and the extinction boundary is identical for 
adaptive and random predators (upper edge of Fig. 1b). 
If μ < 1, however, adaptive predator behavior causes prey 
extinction at a lower fraction of degraded habitat (the 
extinction boundary shifts to the left in Fig.  1b,  c). 

Moreover, decreasing prey dispersal results in decreasing 
the threshold of a for extinction, opposite the prediction 
when predators forage at random.

The underlying mechanism for the change in predicted 
effects of decreasing prey dispersal depends on the 
feedback between prey dynamics and the response of 
predators. If prey disperse slowly, the buildup of prey in 
unaltered habitat that occurs if predators forage at 
random (Fig.  2) implies that individual predators can 

(7)μ<
1

a

(

1−
1

rue−vp∗

)

Fig. 3.  Individual predator payoffs (prey killed per predator) 
as functions of the fraction of the total predator population that 
forages in degraded habitat, c. The payoffs are calculated for the 
model with fixed total predator abundance and μ = 0.2, where (a) 
prey persist, a = 0.2, and (b) predators drive prey extinct, a = 0.5. 
These points are indicated in Fig. 1b,  c by the solid and open 
circles, respectively. Solid lines represent the payoff to predators 
foraging in unaltered habitat, and dashed lines represent the 
payoff to predators in degraded habitat. Arrows show the 
direction of selection on c, and triangles denote the points where 
c = a. For both values of a, randomly foraging predators (c = a) 
would receive greater payoffs in unaltered habitat than in 
degraded habitat. For a = 0.2, this results in an ESS value ĉ < a, 
indicated by the vertical dotted line in panel a. For a = 0.5, a 
predator population with any value of c at which prey can persist 
is invasible by predators with c closer to the upper and lower 
threshold values at which prey are driven extinct (indicated by 
vertical dotted lines in panel b). Here, selection on predator 
behavior pushes the prey population to extinction, illustrating 
the bad neighbor effect.
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increase their payoffs by foraging more frequently in 
unaltered habitat. As a consequence, ĉ < a and predators 
forage less in degraded than unaltered habitat over the 
range of values of a that permit prey persistence (Fig. 1b). 
In Fig.  3a, we show how the payoff to an individual 
predator in either unaltered or degraded habitat varies 
with the fraction of the predator population in degraded 
habitat, for a = 0.2 and μ = 0.2 (corresponding to the 
solid circle in Fig. 1b). When c = a (random foraging), the 
payoff to predators in unaltered habitat (solid line) is 
greater than to predators in degraded habitat (dashed 
line). Hence, an adaptive predator would switch from 
degraded to unaltered habitat, decreasing c (as indicated 
by the arrow). On the other hand, if most predators are 
in unaltered habitat (c close to 0), competition there 
reduces the payoff below the payoff in degraded habitat, 
and an adaptive predator would move to degraded 
habitat, causing c to increase. At the ESS (indicated by 
the dotted line), payoffs from both habitats are equal, 

and an individual predator that switched habitats would 
reduce its payoff relative to predators in the habitat that 
the individual left.

The decrease in the threshold level of degradation for 
prey extinction implies that there is a range of values of 
a over which adaptive predators drive prey extinct even 
though prey could persist if  predators foraged at random 
(dark gray region in Fig.  1b,  c). In this region, e.g., at 
a = 0.5 and μ = 0.2 (open circle in Fig. 1b, c), the buildup 
of prey in unaltered habitat when predators forage at 
random results in greater payoffs to predators in unal-
tered habitat (Fig. 3b). However, decreasing c depresses 
prey populations in unaltered habitat (via increased pre-
dation mortality) and in degraded habitat (via reduction 
in dispersal from unaltered habitat) until prey are driven 
extinct (right-hand dotted line in Fig.  3b). In the dark 
gray region of Fig. 1b, c, prey could also persist if  pred-
ators were extremely concentrated in unaltered habitat 
(left side of Fig.  3b), but competition for prey would 

Fig.  4.  Predictions of the model in which the predator population equilibrates to prey density (i.e., dynamic predator 
population), for low and high prey dispersal rate (μ). (a, b) Equilibrium population densities if predators forage at random. (c, d) 
Fraction of predators foraging in degraded habitat at the ESS (ĉ). (e, f) Equilibrium population densities if predators adopt the ESS 
distribution. In panels a, b, e, and f, dotted lines indicate equilibrium total predator density (p*), solid lines indicate equilibrium prey 
density in unaltered habitat (n∗

u
 ), and dashed lines indicate equilibrium prey density in degraded habitat (n∗

d
).
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cause adaptive predators to move to degraded habitat and 
the result would again be prey extinction (left-hand 
dotted line). The overall result is essentially a “tragedy of 
the commons,” in which habitat selection by individual 
predators leads to prey extinction across both habitats.

Varying the baseline parameter values causes only 
quantitative changes in the model predictions, as detailed 
in Appendix S3. Increasing prey vulnerability (v) lowers 
the extinction threshold for fraction of degraded habitat, 
regardless of whether predators forage at random or 
adaptively. The critical feature of the system is the dif-
ference between productivity in unaltered and degraded 
habitats, e.g., less severe differential effects of degra-
dation (larger rd) tend to ameliorate the bad neighbor 
effect (Appendix S3: Fig. S5).

Dynamic predator population

If the predator population responds on the same time 
scale as prey population dynamics, the value of rd in 
Table  2 permits a positive predator equilibrium even 
when all habitat is degraded (a = 1). This follows from 
our argument in Model, i.e., for the predator population 
to increase when rare, rd > 1 + 1/v. In order to simplify 
interpretation of the results, we present the equilibria for 
two values of dispersal (low μ = 0.1, high μ = 0.9), and we 
provide contour plots for the full range of μ in Appendix 
S4 for comparison to Fig. 1.

For the case in which predators forage at random, the 
predator equilibrium declines with increasing habitat 
degradation regardless of dispersal rate (Fig. 4a, b, dotted 
lines). Predator population growth depends on average 
prey productivity across habitats, which declines with 
increasing a. Although increasing degradation causes a 
slight decline in average prey density over both habitats 

(an∗
d
+(1−a)n∗

u
, not shown), prey density in each patch 

increases with a if  dispersal is low (Fig.  4a). As in the 
model with fixed predator abundance, random predator 
foraging allows the prey population to build up in unal-
tered habitat as prey dispersal decreases (Fig. 5). Hence, 
at low dispersal, predators respond to the decrease in 
average prey density as degradation increases, whereas 
prey populations are effectively isolated and respond 
locally to the decrease in predator abundance. This effect 
on prey is reversed by high dispersal (Fig. 4b), such that 
both prey populations decrease as habitat degradation 
increases. The general prediction is therefore that lower 
dispersal will ameliorate the effect of habitat degradation 
on prey, as in the model with fixed predator population.

If predators adopt the ESS distribution between unal-
tered and degraded habitat, we again see the bad-
neighbor effect: predators respond to low prey dispersal 
by disproportionate utilization of unaltered habitat 
(ĉ  <  a, Fig.  4c). This response changes the qualitative 
effect of habitat degradation when prey dispersal is low, 
such that prey density in both habitat types decreases 
with increasing a (the slight decrease in prey density is 
difficult to see on the scale of Fig. 4e; compare this to 
Fig.  4a). With adaptive predator behavior, lower prey 
dispersal no longer allows the prey population to build 
up in unaltered habitat, as occurs when predators forage 
at random (Fig. 5). Hence, the effect of increasing deg-
radation on the prey equilibria is essentially the same 
regardless of prey dispersal rate, similar to the prediction 
of the fixed predator model.

Discussion

Predator and prey movement couple habitats, and this 
can transmit negative effects of habitat degradation to pop-
ulations in unaltered parts of the landscape (Doak 1995). 
Our model results demonstrate how adaptive habitat 
selection by predators mediates the effects of prey dispersal 
rate on prey population density. In the absence of any 
adaptive response by predators, lower prey dispersal con-
tains the spread of the negative effects stemming from deg-
radation (Figs. 1a, 4a). However, adaptive predator behavior 
can reverse this outcome, leading to the bad neighbor effect 
even at low prey dispersal rate (Figs. Fig. 1c, 4e, f).

The consequences of habitat degradation are particu-
larly apparent when the predator population is fixed. For 
the baseline parameter values, adaptive predator behavior 
results in prey extinction even at intermediate levels of 
habitat degradation regardless of dispersal rate 
(Fig.  1b,  c). Without adaptive predator behavior, the 
threshold value of a resulting in prey extinction for a 
given dispersal rate depends on average prey produc-
tivity, aru + (1 − a)rd. However, at this threshold an indi-
vidual predator that can select between habitats would 
benefit by increasing time spent foraging in unaltered 
habitat. Hence, with adaptive predator behavior, prey 
extinction occurs at a value of a at which overall produc-
tivity would still be sufficient to support the prey 

Fig. 5.  Prey equilibrium density for the model with dynamic 
predator population when predators forage at random and 
a = 0.8. Solid line indicates prey density in unaltered habitat and 
dashed line indicates prey density in degraded habitat.
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population if predators forage at random (Fig. 1c, dark 
gray region). This bad neighbor effect implies that predic-
tions based only on productivity in different habitat types 
and current mortality due to predators will tend to over-
estimate the amount of future habitat degradation that a 
population can withstand.

A similar error in prediction is possible if the predator 
population dynamics occur on the same time scale as prey. 
When predator density equilibrates to prey but we ignore 
the adaptive behavioral response, we predict that the 
effect of decreasing overall productivity (increasing deg-
radation) is primarily transmitted up to the predator 
trophic level (Fig. 4a, b). Indeed, if prey dispersal is low, 
we expect prey in unaltered habitat to benefit from lower 
predator density (Fig. 4a). If predators adopt the ESS, the 
positive effect of low prey dispersal is eliminated 
(Fig. 4e, f).

If predators forage at random with respect to habitat 
type (ĉ = a), prey mortality rate is fixed. This assumption 
is similar to several previous models of density-
independent dynamics in spatially heterogeneous habitat 
(e.g., Doak 1995, Gerber et al. 2005, Teller et al. 2015). 
Addition of density dependence (Eq.  3) can produce a 
wide variety of responses to changing habitat and dis-
persal rate. Early theoretical work showed that low (but 
>0) dispersal between patches of high- and low-quality 
habitat could increase total equilibrium density (Holt 
1985). Loss of dispersers from high-quality habitat 
reduces competition and increases per capita growth rate 
there, and the dispersers support a larger population in 
low-quality habitat. More recent work demonstrates that 
the qualitative effect of dispersal depends on the form of 
density dependence and dispersal (e.g., Franco and Ruiz-
Herrera 2015, Křivan and Jana 2015). We predict that 
adaptive predator behavior can overwhelm the poten-
tially positive effect of low dispersal on equilibrium prey 
density, and that this bad neighbor effect will exacerbate 
the consequences of habitat degradation.

Prey dispersal rate is a critical parameter in our model 
predictions. We adopted the simple assumption that prey 
disperse passively and settle in proportion to area of each 
habitat type. Previous theory has shown that spatial het-
erogeneity in habitat quality makes passive dispersal dis-
advantageous (Hastings 1983, Holt 1985). Indeed, 
Cheptou et al. (2008) demonstrated that selection caused 
a rapid decrease in dispersal rate of plants in an urban 
population where habitat quality is highly variable. In 
our model analyses, we varied prey dispersal rate (μ) 
independently, but we show in Appendix S5 that habitat 
degradation selects for lower μ even when predators 
respond adaptively. This implies that as habitat degra-
dation increases, selection will favor lower dispersal rate. 
In the absence of adaptive predator behavior, we would 
predict that low dispersal shelters the prey population in 
unaltered habitat (Fig.  1a). If predators select habitat 
adaptively, however, decreasing prey dispersal rate 
pushes the system closer to the prey extinction threshold 
as degradation increases (e.g., moving down and to the 

right in Fig. 1c). Hence, we expect selection on prey dis-
persal characteristics to exacerbate the bad neighbor 
effect. However, we note that our model does not include 
features that potentially favor greater dispersal pro-
pensity, such as conditional dispersal and environmental 
stochasticity (McPeek and Holt 1992, Snyder 2011). 
Further analysis will be required to understand how these 
features interact with adaptive predator behavior to 
influence the outcome of natural selection.

The effects of prey dispersal and adaptive predator 
behavior ultimately combine to produce the bad neighbor 
effect. These parameters quantify the degree of interchange 
among habitats, and greater exchange transmits the neg-
ative effects of habitat degradation to prey in unaltered 
habitat. Our results suggest that adaptive predator behavior 
can transmit and even amplify this effect when low prey 
dispersal would otherwise appear to isolate habitat areas. 
The intertwined fate of disjunct areas is germane to optimal 
reserve design for threatened and endangered species. The 
potential advantage of protecting isolated areas, e.g., 
hedging against spatially localized environmental stochas-
ticity, may be overwhelmed by predators that are able to 
seek out productive prey populations and draw them down 
with populations in degraded habitat.
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